Adversarial Training on Purification (AToP):
Advancing Both Robustness and Generalization
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Background Experimental results

Table 6: Standard accuracy and robust accuracy against AutoAttack [, (e = 8/255), [ (¢ = 1) and

| | Adve rs arial Atta ck. f ( xl) — V’ —+ f ( X) =%, StAdv non-/,, (e = 0.05) threat models on CIFAR-10 with ResNet-50 classifier model.
, " J Defense method Standard Acc. [ [5 StAdv

where x' = x + 6,6 = argmax L(f(x + §),y) Standard Training 4.8 0.0 0.0 0.0

Data 0<€ Adyv. Training with [, (Laidlaw et al., 2021) 86.8 49.0 19.2 4.8

/(! Adv. Training with Stidv (Laidlaw etal, 2001) 882 04 02 539

: : - iNni . — v. Training with StAdv (Laidlaw et al., : : : 53.9

+.007 x purification Adversarial Training (AT): f'(x) =y, ey ol (Ll o Ao 862 357 O 00
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. I : . . " PAT-self (Laidlaw et al., 2021) 82.4 30.2 34.9 46.4

g() where robust model f 1s traimned with adversarial Adv. CRAIG (Dolatabadi et al., 2022) 832 40.0 33.9 49.6

| examples x’ and true label Y. DiffPure (Nie et al., 2022) 88.2 70.0 70.9 55.0

clean adversarial purified example Ours 891 712 734 564

example (x ) perturbation (6 ) example (x + 0 ) ( [9) (x + 6 )) Adversarial Purification (AP) f (q (.X ,)) =Y, Figure 4a: Comparison of AT, AP and AToP. Figure 3: Clean (Top) and adversarial examples (Bottom).
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The figure 1s modified based on: Explaining and Harnessing Adversarial Examples. ICLR 2015.
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Table 1: Robustness comparison of defenses with P DU P R
. . . . -y -y < : Masked Noisy Images Completed Pixels ::_— AToP on Advex
expectation (negative impacts are marked in red). 36, |---, 56, ! O + 7). e 1 | |a o
Output logits " Standard FGSM PGD-10 PGD-20  Avg. (a) Original (b) RT, (c) RT, (d) RT;
Def thod Clean Known  Unseen o (O : — : :
O @) , — /- . .
Vanilla model ~94% ~0% ~0% 'é = l Purifier mocs /'] Achieve optimal robustness on known attacks.
Expectation = M - 2 /] Keep generalization against unseen attacks.
T = “dog” ——— — ) .
AT 1l 1 = 7 @ | Purification | @ /'] Achieve optimal accuracy on clean examples.
AP l T - 5 Final 13 ';i _______ Q?’ : :
_éh) = prediction s X Gl B Table 7: Standard accuracy and robust accuracy of attacking the classifier model on CIFAR-
AToP (ours) ~ ™ " " 10 with ResNet-18.All attacks are [, threat model with € = 8/255.
Figure 1: Illustration of adversarial training on purification (AToP). To fine-tune the purifier with adversarial
: — frain ot fimize th del by f . lagsif { d onl dat; " X Transforms AToP Standard Acc. FGSM PGD-10 PGD-20 PGD-1000
Adversarlal Tralnlng (AT) raimning, we aim to optmizc inc modcl 0y 1reczZing ClassS1iicr parametCers and only updating purilicr parameticers. v 9336 16.60 0.00 0.00 0.00
RT, : . . . .
| Achieve optimal robustness on known attacks v )3.36 1.9 13.55 56.72 5945
1Vl blp . ' AT: Learning a robust classifier model. Based on the pre-trained generator model BT » 3418 55 08 72 77 70.90 67.97
| Vulnerable to unseen attacks. , _ trained by the original generative loss £, : ’ v 20.04 89.84 84.77 84.57 84.38
| Reduce the accuracy of clean examples. X I::) Classifier @} I::) y o= p (x 0 ) RT % 75.98 67.97 70.51 70.70 70.31
Og — *g\*M Vg ) 3 v 80.02 70.90 73.05 72.07 73.44
Adversarial Purification (AP) b X Teens s : : : : :
— . . AP": Utilizing a pre-trained generator as purifier. We incorporate a classification IOS_S tes 10 More complex RT can better remove perturbations,  Accuracy |
Keep generalization against unseen attacks. fine-tune the generator model with - . -
: ' . [N ; | but also result 1n a loss of semantic information. Accuracy |
] Weaker robustness than AT on known attacks. X Ly|Purifier J::} X0 Classifier . J:> y a) clean examples x and labels y :
| Shightly reduce the accuracy of clean examples. | ||  _ Af_ _______ o ng =4, (x, Hg) + AL (x, y,0,, Qf)_ Conclusion: We develop a novel efficient defense technology by
: : : Purifier , , | combining AT and AP, which can learn a robust purifier.
The pre-trained purifier model 1s not good @’ b) adversarial examples x* and labels y - Limitations: AToP requires training on the purifier, and as the
- - . . . / / . . . . .
enough for classification and non-robust itself. AToP: Learning a robust purifier model. Lo, = 14 (x, Hg) + s (), Og, 0f ): complexity of purifier increases, so does the training cost.




